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Summary
Designing user studies and collecting data is critical to exploring and automatically recognizing
human behavior. It is currently possible to use a range of sensors to capture heart rate,
brain activity, skin conductance, and a variety of different physiological cues (Seneviratne et
al., 2017). These data can be combined to provide information about a user’s emotional
state (Dzedzickis et al., 2020; Egger et al., 2019), cognitive load (Mangaroska et al., 2022;
Vanneste et al., 2021), or other factors. However, even when data are collected correctly,
synchronizing data from multiple sensors is time-consuming and prone to errors. Failure to
record and synchronize data is likely to result in errors in analysis and results, as well as the
need to repeat the time-consuming experiments several times. To overcome these challenges,
Octopus Sensing facilitates synchronous data acquisition from various sources and provides
some utilities for designing user studies, real-time monitoring, and offline data visualization.
The primary aim of Octopus Sensing is to provide a simple scripting interface so that people
with basic or no software development skills can define sensor-based experiment scenarios with
less effort.

Statement of need
Several changes occur in the body and mind due to various internal and external stimuli.
Nowadays, researchers use various sensors to measure and monitor these responses to determine
an individual’s state (Chen et al., 2021; Kreibig, 2010; Sun et al., 2020) and to assist patients
(Hassouneh et al., 2020) or monitor mental health (Jiang et al., 2020). Monitoring and
analyzing human responses can be used to improve social interactions (Hossain & Gedeon,
2019; Verschuere et al., 2006) and improve quality of life by creating intelligent devices such
as Intelligent Tutoring Systems (Dewan et al., 2019), creating adaptive systems (Aranha et al.,
2019), or creating interactive robots and virtual characters (Hong et al., 2021; Val-Calvo et
al., 2020).

Researchers have recently attempted to gain a deeper understanding of humans by simulta-
neously studying physiological and behavioral changes in the human body (Koelstra et al.,
2011; Shu et al., 2018). Acquiring and analyzing data from different sources with various
hardware and software is complex, time-consuming, and challenging. Additionally, human error
can easily affect synchronously recording data in multiple formats. These tasks decrease the
pace of progress in human-computer interaction and human behavior research.

There are only a few frameworks that support synchronous data acquisition and design.
iMotions has developed software for integrating and synchronizing data recording through a
wide range of various sensors and devices. Despite having many great features, iMotions is
commercial software and not open-source. In contrast, there are a few open-source programs
for conducting human studies. Psychopy (Peirce et al., 2019) is a powerful open-source,
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cross-platform software that is mainly used for building experiments’ pipelines in behavioral
science with visual and auditory stimuli. It can also record data from a few devices and
send triggers to them. Another effort in this area is LabStreamingLayer (LSL) LabRecorder.
Although LSL LabRecorder provides synchronized, multimodal streaming through a wide range
of devices, an extra application still needs to be run for acquiring data from each sensor
separately.

Octopus Sensing is a lightweight open-source multi-platform library that facilitates synchronous
data acquisition from various sources through a unified interface and could be easily extended
to process and analyze data in real-time. We designed the Octopus Sensing library to
minimize the effect of network failure in synchronous data streaming and reduce the number
of applications that we should run for data streaming through different devices. Rather
than creating a standalone software or framework, we created a library that could be easily
integrated with other applications. Octopus Sensing provides a real-time monitoring system
for illustrating and monitoring signals remotely using a web-based platform. The system also
offers offline data visualization to see various human responses simultaneously.

Overview
Octopus Sensing is a tool to help in running scientific experiments that involve recording data
synchronously from multiple sources. It can simultaneously collect data from various devices
such as OpenBCI EEG headset, Shimmer3 sensor, camera, and audio-recorder without running
another software for data recording. Data recording can be started, stopped, and triggered
synchronously across all devices through a unified interface.

The main features of Octopus Sensing are that it:

• manages data recording from multiple sources using a simple unified interface,
• minimizes human errors from manipulating data in synchronous data collection,
• provides some utilities for designing studies like showing different stimuli or designing

questionnaires,
• offers a monitoring interface that prepares and visualizes collected data in real-time, and
• provides offline visualization of data from multiple sources simultaneously.

Methodology
Octopus Sensing synchronizes data recording by using multiprocessing in Python. By
instantiating the Device class, Octopus Sensing creates a process for the device. Each
device’s process has three threads: data acquisition thread, trigger handling and data

recording thread, and real-time data thread. The data acquisition thread is responsible
for acquiring data from a sensor. The trigger handling and data recording thread
handles trigger messages through a message queue for synchronous data recording. It also
records data in a file or files. The real-time data thread listens on a queue for requests and
returns the last three seconds of the recorded data in the same queue. This data is being
used in real-time monitoring and can be used for real-time processing and creating real-time
feedback in the future. The Device Coordinator sends different triggers such as the start
of recording or end of recording to different devices by putting the message in all devices’
trigger queues at the same time. The Device Coordinator can also send the trigger over the
network for devices that are not embedded in the Octopus Sensing. The following image
shows the overall view of the main components of the Octopus Sensing and their relations.
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Research perspective
We used Octopus Sensing to design several human emotion recognition user studies. We
developed a user study using Octopus Sensing for recording facial video, brain activity, and
physiological signals during a watching video task. The recorded data was used to make
multimodal emotion recognition models (Saffaryazdi, Wasim, et al., 2022). This scenario which
is common in physiological emotion recognition studies has been included in the repository as
an example and explained in the tutorial. In another study, we collected multimodal data during
face-to-face conversations to make models for emotion recognition during interactive tasks
(Saffaryazdi, Goonesekera, et al., 2022). We developed this user study’s scenario in Python
using the Octopus Sensing library and conducted the study only by running our developed
program, without running any other software or any supervision for data recording or data
synchronization.

This tool can be used to build real-time data processing systems to recognize emotions, stress,
cognitive load, or analyze human behavior. Our final goal is to extend its capabilities to provide
real-time emotion recognition using multimodal data. Furthermore, we plan to integrate it
with Psychopy in the future and combine multimodal data collection and monitoring with
Psychopy features when designing scenarios. Additionally, we plan to support LSL in the
future. By supporting LSL, other applications that already support LSL could work with
Octopus Sensing.
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