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Summary

Should the need to model the relationship between bivariate data and a response variable arise,
two-dimensional (2D) Gaussian models are often the most appropriate choice. For example,
Priebe et al. (2003) characterized motion-sensitive neurons in the brains of macaques by fitting
2D-Gaussian functions to neurons’ response rates as spatial and temporal frequencies of visual
stimuli were varied. The width and orientation of these fitted 2D-Gaussian surfaces provides
insight on whether a neuron is “tuned” to particular spatial or temporal domains. Two-
dimensional Gaussians are also used in other scientific disciplines such as physics (Kravtsov &
Berczynski, 2004; Z. Wu & Guo, 1998), materials sciences (Riekel et al., 1999), and image
processing (Hanumantharaju et al., 2013; Ketenci & Gencturk, 2013), particularly in medical
imaging (Qadir et al., 2021; J. Wu et al., 2019).
Fitting 2D-Gaussian models to data is not always a straightforward process, as finding ap-
propriate values for the model’s parameters relies on complex procedures such as non-linear
least-squares. gaussplotR is an R package that is designed to fit 2D-Gaussian surfaces to
data. Should a user supply bivariate data (i.e., x-values and y-values) along with a univariate
response variable, functions within gaussplotR will allow for the automatic fitting of a 2D-
Gaussian model to the data. Fitting the model then enables the user to characterize various
properties of the Gaussian surface (e.g., computing the total volume under the surface). Fur-
ther, new data can be predicted from models fit via gaussplotR, which in combination with
the package’s plotting functions, can enable smoother-looking plots from relatively sparse
input data. In principle, tools within gaussplotR have broad applicability to a variety of
scientific disciplines.

Statement of Need

At the time of writing, we know of no other packages in the R ecosystem that automatically
handle the fitting of 2D-Gaussians to supplied data. The R package imagefx (Witsil, 2020)
does offer the capability to predict data from a 2D-Gaussian model, but only if the parameters
of the model are known a priori. Further, although base R functions such as stats::nls()
provide the capability to determine the non-linear least-squares estimates of the parameters
for a non-linear model, the burden of determining the formula for a 2D-Gaussian falls upon
the user.
To counter these issues, gaussplotR provides users with the capability to fit 2D-Gaussian
models using one of three possible formulas, along with the ability to apply constraints to
the amplitude and/or orientation of the fitted Gaussian, if desired. Coupled with the ability
to characterize various properties of the fitted model, along with plotting functions (as the
name of the package implies), gaussplotR is intended to be a feature-rich package for
users interested in 2D-Gaussian modeling. These capabilities are briefly explained in the next
section; vignettes supplied in the package delve into even further detail.

Baliga, V. B., (2021). gaussplotR: Fit, Predict and Plot 2D-Gaussians in R. Journal of Open Source Software, 6(60), 3074. https://doi.org/
10.21105/joss.03074

1

https://doi.org/10.21105/joss.03074
https://github.com/openjournals/joss-reviews/issues/3074
https://github.com/vbaliga/gaussplotR
https://doi.org/10.5281/zenodo.4657750
https://twitter.com/KristinaRiemer
https://github.com/cddesja
https://github.com/brunaw
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.21105/joss.03074
https://doi.org/10.21105/joss.03074


Overview and getting started

A series of vignettes that provides detailed guidance are available on gaussplotR’s GitHub
page.
The function fit_gaussian_2D() is the workhorse of gaussplotR. It uses stats::nls()
to find the best-fitting parameters of a 2D-Gaussian fit to supplied data based on one of
three formula choices. Each of these formula choices is designed for a specific use case.
The most generic method (and the default) is method = "elliptical". This allows the
fitted 2D-Gaussian to take an ellipsoid shape, and this will likely be the best option for
most use cases. A slightly-altered method to fit an ellipsoid 2D-Gaussian is available in
method = "elliptical_log". This method follows Priebe et al. (2003) and is geared
towards use with log2-transformed data. A third option is method = "circular". This
produces a very simple 2D-Gaussian that is constrained to have to have a roughly circular
shape (i.e. spread in X- and Y- are roughly equal). Rather than place the burden on the
user to determine formula choice, the function autofit_gaussian_2D() can be used to
automatically figure out the best formula choice and arrive at the best-fitting parameters.
In some cases, the researcher may be interested in characterizing the orientation of the fitted
2D-Gaussian and comparing it to theoretical predictions. For example, studies of visual neuro-
science often describe the properties of individual motion-sensitive neurons based on whether
they are “speed-tuned” or whether they show independence from the speed of visual stimuli.
Assessing such properties can be done via fitting a 2D-Gaussian to the response rate of a
neuron for a grid of investigated spatial (X-axis) and temporal frequencies (Y-axis). Should
the orientation of the fitted 2D-Gaussian lie along the diagonal of the plot, the neuron can
be classified as “speed-tuned.” The function characterize_gaussian_fits() allows for
such analysis within gaussplotR. Following methods used in studies of visual neuroscience
(Levitt et al., 1994; Priebe et al., 2003; Winship et al., 2006), the orientation and partial
correlations of 2D-Gaussian data are analyzed. Features include computation of partial cor-
relations between response variables and independent and diagonally-tuned predictions, along
with Z-difference scoring.
The predict_gaussian_2D() function can be used to predict values from the fitted 2D-
Gaussian over a supplied grid of X- and Y-values (usually generated via expand.grid()).
This is useful if the original data are relatively sparse and interpolation of values is desired,
e.g. to attain smoother-looking contours in plots.
Plotting can then be achieved via ggplot_gaussian_2D(), but note that the data.frame
created by predict_gaussian_2D() can be supplied to other plotting frameworks such as
lattice::levelplot(). A 3D plot can also be produced via rgl_gaussian_2D().
gaussplotR was designed for broad applicability; there are many disciplines in which a 2D-
Gaussian surface would be a useful model for describing a response to a bivariate set of
inputs. Functions in gaussplotR are being used in an in-prep article to determine the extent
of spatiotemporal tuning of motion-sensitive neurons in hummingbirds and other avian species.
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